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ABSTRACT

It is commen fer human factors engineers to collect dats from non-normal distributicns using single-
factor within-subjects experimantal designs. The approprigie analytical method for this Iype of data is
Ihe Friedman rank sum test Although many computer statistical packages offer this analytical lech-
nique, rone of them provide mulliple comparisons based on lhe rank 5UMs  This repord documents a
BASIC program thal accepts sither raw dala er ranks as inpul and performs the Friedman test with
milliple comparisons
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Introduction

The Fricdman rank sum test (Friedman, 1937) is an appropriate method for
analyzing data from single-factor within-subjects experimental designs, especially if the
underlying distributions are not normal (Bradiey, 1976; Hollander and Wolfe, 1973).
Relative to its parametric analog, the E-test, the efficiency of the Friedmar test is always
greater than or equal to 0.576 and can be infinite. Hollander and Wolfe (1973) provided
a method for a more sensitive test usin £ 3 correction for tied ranks, They also provided a
method for performing multiple comparisons based on Friedman rank sums.

Human factors engineers often collect dara thar is niot likely to have an underlyin B
normal distribution. For example, 2 human factors engineer could design an experiment
[0 invesugate the perceived legibility of different compurer displays. Participants in the
study would read different text sam ples on the displays, and would rank the displays
along the dimension of perceived legibiliy. If a participant was unable to determine a
differcnce among a subset of the displays, then those displays would split (ke the
average of) that subset of ranks for that participant (Bradley, 1976),

Although many statistical packages offer this analysis, no staristical package
provides multiple comparisons based on Friedman rank sums. The purpose of this report
is to document a BASIC program that analyzes within-subjects rank data with multiple
comparisons.

The Program

This IBM! BASIC program evaluates either rank data or raw data (by conversion
to ranks) in a two-way layout with the Friedman test, Hollander and Wolfe's (1973)
correction for tied ranks, and multiple comparisons based on Friedman rank sums
(Hollander and Wolfe, 1973). The input is a matrix of data with experimental conditions
for columns and participants for rows. The program's output is a file that contains the
rank totals, rank averages, Friedman's 2 statistic, the large sample approximation (using
X7}, a table that summarizes the number of ranks by conditions, and a table that lists the
multiple comparisons. The program can accept up o 15 experimental conditions for up
ta 100 participants. The following examples illustrate the operation of the program,

Example I: Rank Data as In put

Suppose a human factors engineer has conducted an experiment conceming the
perceived legibility of three different displays. Eight participants have viewed and
ranked the displays in order of preference, with the results shown in Table 1.

—

! IBM is a registered trademark of the International Business Machines Corporation.
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First, use an ASCII editor to prepare a file that contains the data, with rows f or
participants and columns for experimental conditions (in this example, displays).
Separate the ranks with commas, as shown in Figure 1. In this example, the human
factors engineer saved the file as DISPLAY DAT.

Table 1. Data for Hypothetical Display Preference Study: No Tied Ranks

Participant Display |  Display2  Display 3
1 3 1 2
2 1 2 3
3 2 1 3
4 3 1 2
5 i 2 3
& 2 1 3
7 2 | 3
& 1 2 3

312

1,23

21,3

31.2

1,23

21,3

213

1.23

Figure 1. Sample Input File for Example 1 (DISPLAY.DAT)
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Issue the command FRIEDMAN 10 start the program. The program requests the
following information:

Input filename: The name of the file that contains the rank data. In this
example, the input file name is DISPLAY DAT.

Qutput filename: The name of the file that will contain the results of the
analysis. In this example, the output file name is DISPLAY .OUT

r vl in nt vanable: This is the same as the number of
columns, which in this example is 3.

Number of participants: This is the same as the number of rows, which in this

example is 8.

After you provide this information, the program processes the data; then it
displays the output on the screen and writes it to the output file. Figure 2 shows the
output file for this example.

In this example, the human factors engineer can reject the null hypothesis of no
difference among the displavs (¥%(2)=7.75, p=0208). The multple comparisons show
that participants consistently ranked the second display more favorably than the third
display. Neither the difference berween rankings for the first and second dis plays nor
that between the first and third displays was significan.

Example 2: Raw Data as In put

Lewis (1991, p. 1314) provided a hypothetical example for a rank-based method
of comparing the usability of competng products. With this method, columns were
products and rows were the average results for different tasks that users performed with
the products. Table 2 shows the sam ple data for user-satisfaction ratings with the
products. Because human factors engineers often collect user-satisfaction ratings with
multipoint rating scales, it is likely that several ties will occur when this type of data is
converted to ranks. In addition to illustrating raw-data in put, this example also illustrates
the treatment of tied ranks. The input file for this example (USERRAW.DAT) is in
Figure 3,

Figure 4 shows the results of this anal ysis. In this example, three of five rows
contained ted data (split ranks). The im provement in sensitivity from the test
uncorrected for ties (¥%(2)=4.9, p=.0863) 10 the test with correction for ties (x3(2)=5.76,
p=.0560) is evident in this example. In this case, only the difference between the second
and third products approached significance.
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Rank averages and totals for file: DISPLAY DAT
Level Rankaverage  Rank jotal
1 1.88 15

2 1.38 11
| 275 22

Frisdmans S = 62
CHI{ 2 )= 7.75, p=0.0208 (Mo correction for ties.)
Mo ties in this data set.

S NS ss S CCEmT o oEEme——— TEESaa TSSO EmT oo —oEmT——o

Table of rank frequencies far fila. DISPLAY DAT

~ondi
BHank

1.0
1.5
20
25
3.0

[ B = e |—
e B I S e T | g+
L8 e T e R e [

Rank
Ted 15 11 228

Rank
Aa 1914 28

—_———== i

- —_———a - ——— Osss S SEmo———oemm— o ———

Multiple Compansons Based an Friedman Rank Sums

Condition A Condition B Absahute Dift Probability | |
17 15 I & | q =.20

1: 15 3 2 F i = 2
2. M 3; 22 11 = (125

Figure 2. Sample Output File for Example 1 (DISPLAY.QUT)
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Table 2. Data for User Sarisfaction Competitive Evaluation: Several Tied Ranks

Task Pmduct | Product? Product 3
1 35 2.0 20
2 2.2 2.0 3.0
3 1.3 1.3 2.0
4 1.0 1.0
5 ) 1.5 [.9

J.32020

222030

13 1.320

1.8,1.01.7

n71.5149

Figure 3. Sample Input File for Example 3 (USERRAW.DAT)
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Rank averages and totals for file: USERRAW.DAT
Lﬂw.l Bark average  Rapk total

2.00 L[]
2 1.30 7
3 2.70 14

Frisdman's 5= 245
CHI[ 2 }= 490, p=0.0863 (Mo correction for ties )

CHI{ 2 )= 576, p=0.0560  {With correction faor ties.)

Table of rank frequencies for file: USERRAW.DAT

~ oyt
Hank

1.0
1.5
2.0
23
3.0

K

—+ 2Rk S
O O P ! b
fe O 0 = O

Rank
T M 7 14

Rank
Ay 201327

S=m = ESemoo—smmiaan =L Rt =48 == b T

Multiple Companisons Based on Friedman Rank Sums
Condition A Londition B &mﬂhﬂﬂﬂﬂajﬁm Probabiily Leve|

1: 10 2: 65 .20
1: 10 = a7 3.5 =20
2: /S 135 r <. 10

Figure 4. Sample Qutput File for Example 3 (USERRAW.OUT)
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Discussion

The Friedman test is appropriate for analyzing much of the data that human
factors engineers collect with within-subjects designs. (For between-s ubjects designs,
see Lewis, 1993). If the data is in rank form, the Friedman test is ihe only appropriate
method. If the data is not already in rank form, the program will conver the raw data 1o
ranks. The correction for ted ranks (3 common occurmence in many situations) can
substantially improve the sensitivity of the test, de pending on the number of tes. In
some cases, this correction could make the difference between refecting or failing 1o
reject the null hypothesis. Providing multiple comparisons allows the researcher 1o
understand better the sources of the significance of the overall Eriedman test.

How to Obtain the Program
(561) &15~16 PY

You can request a copy of the program by calling the author at tie-line dd3=t0ne
or by sending a note to JREEWISSERETRVMI.

Jimatmrﬁ @ Us. | b , Ceaitq
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